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Fast growth in the Internet over the past
decade
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Report from the IAB Workshop on Routing and
Addressing 2007
RFC 4984

“There is a need to devise a scalable routing
and addressing system”

Why?

-The rapid growth of the DFZ RIB
- Increasing BGP churn




We focus on understanding BGP churn
evolution over time
in the\cpj{e of the Internet
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Contrast to yesterday’s presentation by

Geoff Huston

Look at both RIB size and
churn

1 monitoring point
3 years of data
Perspective from mid-tier AS

Full control of monitoring
setup

Describe trend in churn

Look only at churn

4 monitoring points
6 years of data
Perspective from the core

Less control of monitoring
setup

Decompose and filter before
describing trend



What determines the observed BGP churn
rate?

The size of the network
- More elements that can fail/change/act
The structure of the network topology

- Who peers with who?

- How many and which providers does an AS have?

- Depth of Internet hierarchy/path lengths
Policies and protocol configuration

- MRAI timer

- Route Flap Dampening

- Route filtering and aggregation
Event types and frequencies

- Prefix withdrawals, link failures, TE operation...



Example




BGP churn timeseries are bursty, and it is
difficult to identify a trend in them.
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Little or no correlation between monitors
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Understanding BGP churn
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Duplicate updates account for about 40%

of churn!
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Understanding BGP churn

oy,

Large local
events

“,

Level shifts

12

Baseline
—hurn



1M
900K
800K
700K
600K
500K
400K
300K
200K
100K
0

- AT&T —— |

07 08 09

1M
900K
800K
700K
600K
500K
400K
300K
200K
100K
0

- AT&T —— |

07 08 09

Large events: affect more than 2000 prefixes

*Almost always caused by events in or close to the

monitored AS
*Major causes are MED oscillations, use of

Communities for TE and failures in/close to the

mohnitored AS

*Different monitors experience large events with

Miorstareamapningp taagrbfepajkesyn the duplicate-free
churn are related to large events



Understanding BGP churn
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Level shifts are usually caused by specific
failures or misconfigurations In or near the
monitored AS



Incidents that are local to the monitored
network cause most of the large spikes
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Filtering Large
events
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Churn increases at a slower rate than the
number of network destinations in the
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The baseline churn has increased The number of network
by ~ 20-80% over the past six destinations has increased
years depending on monitor approximately by a factor of 2

The most severe churn bursts are not caused by
global effects

The increase in the baseline churn is relatively
slow, and will not pose a serious scalability
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Ongoing work:

Why does churn grow so slowly?



Is it because of topological densification?

We know that (phamdnere et al 2008]

The Internet is getting denser as it grows

Increasing multihoming gives more paths to each destination
The average path length is constant
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Densification increases path exploration

The use of rate limiting (MRAI timers or OutDelay) masks this
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Densification limits the visibility of routing

changes

There seems to be a trend that there is less cross-correlation between monitors
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Thank you - questions?

http://simula.no/people/amundk
http://simula.no/research/nd/publications/Simula.nd.435
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http://simula.no/research/nd/publications/Simula.nd.435
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